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CINBAD data collection

 Current collection based on the traffic from 
~1000 switches
 ~100GB data storage per day
 ~6000 sampled packets per second
 ~3500 snmp counter samples per second



Anomaly detection update

 Both statistical analysis and pattern 
matching techniques in use
 internal and external traffic analysed

 Anomalies found
 DDoS client
 Conficker infections
 Spammers
 non-legitimate CERN-wide network scans and 

external scans (e.g. ~40M addresses contacted 
on port 445 by one CERN host over 2 days)

 viruses and keyloggers
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Conficker infection
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CINBAD for Network Monitoring

 Brainstorm sessions organized to identify 
areas for potential improvements
 host activity and connectivity record

• where the host is connected to?
• who the host communicated with?
• what type of traffic does the host send?
• …

 link utilization visualization
• port exhibiting utilization above x%

 Network statistics and trends
• e.g. #flows, #active ports, traffic volume
• average number of hosts per switch port

 need for post mortem analysis facilities
6



Data Visualisation I

 CINBAD gathers different statistical 
information about the network

 Much of the data has hierarchical nature
 Need for generic visualisation tool

 Defined a summer student project:
 Examine the available libraries
 Adapt to CINBAD needs
 Provide sample applications
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Data Visualization II

 Investigation of library suitable for visualization of 
hierarchical data

 Successful adaptation of Treeviz library by our 
summer student – Vlad Petre

 Detailed project report delivered

 Useful applications:
 Visualization of the sFlow collection status
 Tracing the ports on which given Ethernet/IP address was 

seen
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Hierarchical sFlow collection status
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Tracing Ethernet/IP Addresses
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sFlow Collection Status
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CINBAD CERN-wide tcpdump

 Sampled traffic stored in one place
 Data is confidential
 Specialised tool provides information
 about the sampled packets
 where and when the traffic has been seen

 Particularly useful in detecting packets ‘that 
should not be there’ (policy violation)

 Examples of applications:
 Find specific kind of traffic (i.e. rogue DHCP)
 Filter all the traffic between the set of machines 

(e.g. PLCs and the rest of the network)
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Access to CINBAD tcpdump

Database

User

CINBAD

“I want to find all the ICMP 
packets seen incoming 

through port 5 on switch X”

SOAP request with task description:
pcap filter: icmp
sflow_filter: agent==X AND input==5

SOAP Server

Store task in the 
database

Return task ID

Fetch task specification

Update the status

check task ID status

task ID status done

Get file task ID 



Collaboration with UNIRIO

 Request for data traces from CERN network made by 
UNIRIO (Universidade Federal do Estado do Rio de 
Janeiro) researchers 
 investigation of the entropy metric usage for anomaly 

detection
 came via Procurve Networking

 Anonymized data traces have been provided 
 a special tool developed by CINBAD to anonymize data
 worm infection included and labeled 

 The UNIRIO analysis was not capable of detecting the worm
 potential reason: transition from sflow to netflow flows
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Publications and Presentations

 HEPiX Presentation, May 26th

 Post-C5 presentation, June 12th

 CNL July-September 2009
 CINBAD keeps an eye on the CERN network
 front page article

 Recent Advances in Intrusion Detection (RAID) 
Conference, September 23th
 poster

 Contributing to HP Tech Con ’10
 the focus is on technical innovation, HP internal conference
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Conclusions and plans

 Statistical analysis with pattern matching 
provides encouraging results in anomaly 
detection
 The technical report about anomaly detection techniques will 

be sent by the end of this week

 CINBAD can provide useful enhancements to 
CERN Network Monitoring 
 Prototype of CERN tcpdump will be available for IT-CS in 

October
 Identification of needs and development of other tools for IT-

CS Network Engineers in the next weeks
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